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Abstract 

Parallel computing is an important approach to achieve a high throughput of serving user requests, which has significant influence on 
improving performance. Parallel computing service can be realized by hosting multiple copies of the software that performs the same 
service tasks on different physical machines running in parallel. However, the execution of the software may be interrupted by various 
kinds of failures, including software failures, hardware failures, and common cause failures (CCF) of co-located copies of the software 
caused by the failures of the host machine. To analyze the performability of a parallel service, unexpected change of performance caused 
by random failures and subsequent process of recovery should be counted. This paper presents a theoretical modeling approach 
encompassing Markov reward models to analyze the performability of a parallel service, which considers software failures, hardware 
failures, and common cause failures to ensure high fidelity. Simulation results are illustrated to verify the new model. 
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1. Introduction 
 
Parallel computing is an essential approach to improve service performance [1]. In general, a parallel service has multiple 
copies of the software performing the same service. Those copies of the software can be hosted on multiple physical 
machines for running user requests in parallel. However, in practice, the performance metric is significantly affected by 
different random factors, particularly, software failures and hardware failures [2][3].  

Recently, cloud computing technology enables that multiple copies of the software can also be hosted on an identical 
physical machine by using the multiple virtual machines for utilizing resources more efficiently. Although virtualization can 
ensure the isolation of co-located copies of the software, it also brings another complicated case of failures, i.e., CCFs of co-
located copies of the software running on the same host which might malfunction due to certain hardware failures. Previous 
research seldom considered such new situation that causes strong correlation of failures. Also, reliability and performance 
are often studied separately. Nevertheless, to make more precise performance evaluation, the important reliability-
performance correlation should be studied given multiple types of software/hardware failures, especially, common cause 
failures.  

In this paper, we present a new performability model for analyzing the important R-P correlation of a parallel service. 
Multiple types of failures including software failures, hardware failures, and CCFs are fully taken into account to ensure 
high fidelity of the proposed model.  
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2. Description of the Parallel Service 
 

 

Figure 1. A scenario of the parallel service. 

Fig. 1 describes a scenario of the parallel service. There are three heterogeneous physical machines can be used to host the 
copies of the software. As shown in Fig. 1, machine 1, 2, and 3 host three, two, and four copies of the software, respectively. 
Thus, the parallel service can serve nine user requests simultaneously. The parallel service keeps a request queue and the 
arrived requests are served on First-Come-First-Serve (FCFS) discipline. 

We make the following assumptions for the performability model [4][5]: 
1) The arrival of the user requests follows a Poisson distribution with the arrival rate r . The service time of a user 

request is governed by an exponential distribution with the mean time  r . 
2) The hardware failures and recovery of machine n  follow Poisson processes with the failure rate n  and the repair 

rate n , respectively. Once a hardware failure occurs, all co-located copies of the software on the machine are 
terminated. Once the failed machine is recovered, the co-located copies of the software are restored. 

3) All copies of the software are homogeneous, which means the software failures and recovery of the copies follow 
the same Poisson processes with the same failure rate s  and the same repair rate s , respectively. 

 
3. Markov Model for Multiple Types of Failures 
 

 

Figure 2. Markov model for analyzing multiple types of failures. 
 

We first present a Markov Model for analyzing multiple types of failures existed in a physical machine. Suppose physical 
machine n  hosts nM  copies of the software. The corresponding Markov model is shown in Fig. 2. The state m  
(   , , ,nm M  ) represents that the number of available copies of the software is m . The state H  represents that a 
hardware failure of the machine occurs, which results in all copies are down (i.e., CCFs of the co-located copies). Denote 

m  and H  as the steady probabilities for the model to stay at state m  and H , respectively. The corresponding Chapman-
Kolmogorov equations can be derived as 

  ( ) n nn s n M n H s MM                                                                         (1) 

(( ) ) ( ) ( ) ,   , ,..., ,n s s n m s m n s m n nM m m m M m m M M                            (2) 

  ( )n s n sM                                                                                      (3) 
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Denote nX  as the number of available copies in physical machine n . After solving (1)-(5), the probability mass 
function (pmf) of nX  can be further obtained as 

     ( ) Pr( )       ( , ,..., )n n x np x X x x M                                                     (6) 

      ( ) Pr( )n n Hp X                                                                 (7) 

Now, for the entire parallel service supported by  heterogeneous physical machines, its parallel service ability can be 
quantified as the number of all available copies, which can be denoted as X . Since      nX X X X , its pmf can 
be derived as 
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4. Analysis of the Performability 
 
To evaluate the correlation between reliability and performance, we first set X  as an input parameter during performance 
modelling, and then use a Bayesian approach to remove it. Given the condition that X x , the performance model 
described by a birth-death process is shown in Fig. 3.  

 
Figure 3. Performance model of the parallel service given X x . 

 
The state i  (   , ,...,i L ) represents the number of requests in the queue, where L  is the sum of the length the queue 

and the maximal number of requests can be served simultaneously. If i x , all i  requests can be immediately served by 
available copies of the software. If i x , only x  requests can be served, so the exit rate of a user request is rx  for all 
i x . Denote iq  as the steady probability for the parallel service staying at state i , which can be derived as 
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If the request queue is full, a new arrival request is discarded so as to avoid overflowing of the queue, which leads to a 
blocking failure. Thus, given the condition that X x  the conditional performance of the parallel service can be obtained 
as 

  | ( - )r LI x q                                                                                       (12) 

where Lq  can be calculated from (9) and (11). Since the pmf of X  has been derived from (8), we can further implement a 
Markov reward model to analyze performability. The performability metric of the parallel service is defined as the mean 
time for successfully serving a user request (i.e.,  T I ). In addition to steady probability ( )p x , each state x  also has a 
reward value |I x . Now, the performability of the parallel service is evaluated as 
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5.   Examples 
 
Take the scenario shown in Fig. 1 as an example. From (1)-(7), the pmf of X  can be derived as     ( ) .p ,
    ( ) .p ,     ( ) .p ,     ( ) .p . In a similar way, the pmf of X  and X  also can be derived. Then, the 

pmf of  can be derived as shown in Fig. 4 (a). From (13), the performability metric of the parallel service can be evaluated 
as   .T  s, which also implies the expected throughput of the parallel service is   .  sI . To verify analytical 
results obtained by our performability model, a simulation program has been developed, which is developed to simulate the 
service process of 500 requests of the parallel service. The comparison between simulation results obtained by running the 
program 400 times and theoretical results is shown in Fig. 4 (b), which witness that the proposed performability model is 
justified. 

  
(a)                                                                                        (b) 

Figure 4. (a) Pmf of , (b) Comparison between simulation results and theoretical results for the expected throughput of the parallel service. 
 

6.   Conclusions 
 
In this paper, we systemically studied the performability model of a parallel service for capturing the important R-P 
correlation. The model also considers multiple types of failures, including hardware failures, software failures, and CCFs of 
co-located copies of the software caused by failures of the host machine. Numerical examples illustrated the analysis of the 
performability of the parallel service, and the proposed performability model was further verified by simulation results. 
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